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Introduction

The ACTU welcomes the opportunity to make a submission to the Joint Standing Committee on Treaties ‘Digital Economy – Singapore inquiry’. The Australia-Singapore Digital Economy Agreement (DEA) was signed on 6 August 2020; once in force, it will amend the Singapore-Australia Free Trade Agreement (SAFTA), signed on 17 February 2003.

The ACTU is the peak body for Australian unions. The ACTU and affiliated unions have had a long and significant interest in the trade agenda on behalf of workers and their communities.

According to the Department of Foreign Affairs and Trade (DFAT), the DEA “will establish cutting-edge global benchmarks for trade rules”\(^1\). Australian Unions are concerned that the DEA sets a new standard for the deregulation of the digital economy that will have far-reaching impacts, including undermining workers’ rights.

In particular, Australian Unions oppose restrictions on the regulation of cross-border data flows, restricting requirements on local presence and storage of data, and restricting access to source code. These rules will lock in deregulation of the digital economy and cement the power of big tech companies over workers. Although tech companies did not invent insecure work, many have developed digital platform business models built on precarity and exploitative labour practices. The DEA will be enforceable through the Investor-State Dispute Settlement (ISDS) mechanism in the SAFTA, giving further power to tech companies.

Furthermore, this new standard on the digital economy will be adopted with even less public scrutiny than Australia’s usual treaty-making process; it does not require any legislative change and therefore will not be subject to a debate and vote in Parliament.

At a time when governments should be focusing on how to recover and rebuild from the COVID-19 crisis, which will require the regulatory space to respond, the Australian Government should not be making agreements which will restrict its ability to regulate in the public interest.

\(^1\) DFAT National Interest Analysis, Australia-Singapore Digital Economy Agreement, [8], [https://www.aph.gov.au/-/media/02_Parliamentary_Business/24_Committees/244_Joint_Committees/JSCT/2020/Digital_Economy_Agreement/11_NIA_AustraliaSingapore_Digital_Economy_Agreement.pdf?la=en&hash=CD46A7A13BAA3FC3A3D301FA045798BE4C40F97](https://www.aph.gov.au/-/media/02_Parliamentary_Business/24_Committees/244_Joint_Committees/JSCT/2020/Digital_Economy_Agreement/11_NIA_AustraliaSingapore_Digital_Economy_Agreement.pdf?la=en&hash=CD46A7A13BAA3FC3A3D301FA045798BE4C40F97)
Workers need governments to implement strong regulations in the rapidly evolving digital economy to protect human rights and ensure new technology benefits us all. Australia’s employment laws, human rights laws, privacy laws, and competition laws all need to be strengthened to respond to the development of the digital economy.

**Recommendations**

1. The ACTU opposes the DEA and recommends that it not be implemented;

2. The Committee should examine whether the DEA gives sufficient regulatory space for the regulation of digital platform work;

3. The Committee should require a thorough, independent assessment to determine whether the exceptions in DEA to preserve Australia’s regulatory and policy flexibility are sufficient to protect the public interest;

4. The Committee should examine whether the DEA will constrain the ability of the Australian Government to access and utilise data to conduct due diligence in supply chains;

5. The Committee should examine the impact of digital trade rules on the ability of the Australian Government to enforce tax law and develop new taxation regulation;

6. The Committee should oppose future restrictions on the regulation of algorithms;

7. The Committee should recommend an independent review of the DEA three years after implementation to evaluate the impact prohibitions on restrictions to cross-border data flows, local data storage and local presence, and limits to regulation of source code have on the public interest;

8. The Committee should examine whether the DEA would limit the ability of the Australian Government to strengthen privacy laws to keep pace with developments in the digital economy;

9. The Committee should examine the implications of the DEA on workers’ privacy.
The digital trade agenda

The DEA and similar digital trade rules lock in a deregulatory agenda that will make it difficult for governments to regulate the digital economy now and into the future. Technology industry groups have lobbied for trade rules to protect the industry from regulation; in 2014 the Office of the US Trade Representative published the ‘Digital 2 Dozen’ principles to guide future trade negotiations, which codified the industry’s demands. As trade expert Deborah James explains, these principles are far reaching:

Big Tech has proposed the rules in order to consolidate its exploitative business model, including: gaining rights to access markets globally; extracting and controlling personal, social and business data around the world; locking in deregulation and evading future regulation; accessing an unlimited supply of labour that has been stripped of its rights; expanding its power through monopolies; avoiding the payment of taxes.  

These principles were first adopted in the electronic commerce (e-commerce) chapter of the Trans-Pacific Partnership Agreement, and were left unchanged after the US left the agreement. The DEA goes further than the digital trade arrangements in the Comprehensive and Progressive Trans-Pacific Partnership (CPTPP), and represents an ambitious deregulatory agenda that the Australian Government is advocating for in the World Trade Organisation (WTO) and would like to see promulgated to other trading partners in our region.

The Australian Government must protect its ability to regulate

The digital economy is still new and rapidly evolving, and governments need to grapple with the impact it will have on industries and how to regulate it. The current Australian Competition and Consumer Commission (ACCC) proposal to regulate tech giants Google and Facebook through the draft news media bargaining code that aims to address the power imbalances between news businesses and the tech companies illustrates the need for more regulation of the digital economy.

---

5 DFAT National Interest Analysis, [9]
6 Ibid., [4]
Locking in deregulatory rules at such an early stage of development of the digital economy will see the ownership and control of data concentrated in the hands of a few corporations, leaving governments unable to maximise the public good benefits that can come with digitalisation. The Australian Government must preserve the ability to regulate in the digital domain. Although DEA contains some exceptions regarding cross border data transfer, localisation of computing facilities, access to source code and the regulation of privacy, it is uncertain whether these exceptions will be enough to enable the Australian Government to regulate in this rapidly changing area.

As the International Trade Union Confederation argues,

Government regulation and enforcement is necessary – to protect workers, to protect personal data, to avoid market power abuses and protect economic freedom, to industrialise/digitalise, and to ensure that taxes and contributions are paid where value is created. In the absence of a global regulatory system on e-markets, data localisation is required for governments to regulate effectively.8

Instead, the DEA restricts the regulatory power of government and is enforceable by corporations through the Investor-State Dispute Settlement (ISDS) mechanism in SAFTA, which will mean Singaporean investors could sue the Australian Government if they can argue that a change in law or policy will impact on their profits.

The ACTU has a consistent position that ISDS clauses are a restriction on national sovereignty and the ability of governments to regulate in the public interest and impose an unnecessary cost burden on Australian taxpayers. They should not be included in any trade agreement that Australia enters into.

**Recommendation 1:** The ACTU opposes the DEA and recommends that it not be implemented.

**Workers’ rights**

The SAFTA contains no commitments to safeguard workers’ rights or implement International Labour Organisation (ILO) standards; instead, the DEA is likely to undermine workers’ rights by preventing the government from regulating the ‘gig economy’.

---

'Gig economy' work, where the employment relationship is mediated by a digital platform, is prevalent in Australia. A recent national survey on digital platform work in Australia, commissioned by the Victorian Department of Premier and Cabinet, found that more than 100 different platforms are being used by survey respondents to undertake digital platform work in areas as diverse as transport, food delivery, professional services, maintenance, and care services. The business model of digital platform companies tends to be consistently denying the existence of an employment relationship and promoting precarious work, paying workers below the Award minimum payrates, and failing to provide adequate workplace health and safety protections. As the International Trade Union Confederation’s report ‘Free Trade Agreements, Digital Chapters and the impact on Labour’ notes: "key to the success of all these platforms is the huge amount of data that they collect and process together with their ambition to disrupt and dominate existing markets, often with little regard for existing regulation or the wider social impacts.” The privileging of big tech companies in digital trade rules will further proliferate exploitative business models. The recent Inquiry into the Victorian On-Demand Workforce noted that The growth of digital platforms in Australia, using models that operate outside of labour market regulation, has put the spotlight on the need to balance agility and flexibility, with protections. It has intensified the imperative to ensure our labour market regulation meets the needs of our modern ways of working. The report goes on to make recommendations for reform to protect digital platform workers. If the Australian Government adopts digital trade rules in trade agreements, it will impede the ability of current and future governments to regulate for decent work in the growing digital platform economy. In addition, the ISDS provisions in SAFTA could mean that any government action to regulate the gig economy, for instance by classifying workers as ‘employees’ or regulating to curtail the ability of companies to collect data from surveillance of their employees, could see the Australian Government being sued for negatively impacting on the company’s investment.

---

Recommendation 2: The Committee should examine whether the DEA gives sufficient regulatory space for the regulation of digital platform work.

Transparency

The process for negotiating and enacting the DEA has been even more secretive and undemocratic than Australia’s usual treaty-making process. As our submission to the current Joint Standing Committee on Treaties inquiry into ‘Certain Aspects of the Treaty-making Process in Australia’ highlights, Australia’s current trade agreement process is opaque and lacks democratic accountability:

- Cabinet makes the decision to initiate trade negotiations and receives reports on the progress of negotiations.
- The text remains secret until the deal is completed.
- Cabinet makes the decision to sign the completed agreement before the text becomes public and without independent evaluation.
- Only after the agreement is signed is the text tabled publicly in Parliament and reviewed by the Joint Standing Committee on Treaties (JSCOT).
- There is no independent assessment of the economic costs and benefits of the agreement, or of social or regional impacts, before it is signed. The National Interest Assessment is done by DFAT, the department that negotiated the agreement, and it always gives a favourable assessment.
- The JSCOT reviews the agreement but it cannot make any changes to the text. It can only make recommendations which are not binding on the government.
- Parliament does not vote on the text of the agreement, only on the enabling legislation, which is mostly confined to changes in tariffs.

We note that the Productivity Commission recommends the public release of the draft treaty text before it is signed into law, and a two-stage process for a robust and independent assessment of the costs and benefits of trade agreements.12

In the case of the DEA, the process is even less transparent than usual: given that legislative action is not required to bring the DEA into force, there will not even be a debate and vote in Parliament.

This is particularly concerning as the National Interest Analysis (which is not independent, but conducted by DFAT) notes that the DEA ‘will establish cutting-edge global benchmarks for trade rules.’¹³ Given this ambitious and far-reaching agenda to set new standards in digital trade, this agreement requires more scrutiny – not less. This includes thorough public consultation and comprehensive, independent impact assessments of the likely economic, social, environmental and health impacts of the new agreement. The DEA needs to be thoroughly and independently assessed to determine whether the exceptions to preserve some parts of Australia’s regulatory framework regarding government access to source code in particular circumstances, privacy, and the handling of credit information are sufficient to protect the public interest.

**Recommendation 3:** The Committee should require a thorough, independent assessment to determine whether the exceptions in DEA to preserve Australia’s regulatory and policy flexibility are sufficient to protect the public interest.

### Cross-border data flows, location of computing facilities and local presence

The DEA prevents the restriction of transfer of cross-border information by electronic means;¹⁴ prevents governments from requiring a corporation use or locate computing facilities in their territory as a condition of conducting business in that territory;¹⁵ and the SAFTA contains a provision that prohibits governments from requiring service suppliers to establish or maintain a ‘representative office or any form of enterprise, or to be a resident, in its territory as a condition for the cross-border supply of a service.’¹⁶

The DEA and SAFTA contain some exceptions for cross-border data flow and location of computing facilities. Exceptions include government procurement, information held or processed on behalf of government, personal credit information, and data related to measures like health are listed as

---

¹³ DFAT National Interest Analysis, [8]
¹⁵ DEA, Articles 24 and 25
reservations in SAFTA. The DEA also enables the financial regulatory authorities of the Parties to access information processed or stored on computing facilities outside the Party’s territory.

Even with these exceptions, the restrictions on regulating cross-border data flows, location of computing facilities and local presence have implications for the ability of governments to regulate and enforce laws, including tax law, and implications for workers’ rights. The DFAT National Interest Analysis notes that the DEA ‘will impose new restrictions on Australia’s policy flexibility to impose certain measures to restrict data flows or require data localisation’ but that ‘the Government considers these restrictions are outweighed by the benefits.’

These rules give corporations the right to operate across borders while limiting the ability of workers and the community to obtain justice. If the rights of a worker are violated by an online platform with no local presence, it is unclear how they obtain justice. As the International Trade Union Confederation, the ACTU’s global union body, argues: “Without a local presence of companies, there is no entity to sue and the ability of domestic courts to enforce labour standards, as well as other rights, is fundamentally challenged.”

At present, digital platform workers (for example Uber drivers or food delivery workers) find that they have little ability to understand and challenge company decisions and practices. Workers find it difficult to resolve issues due to a lack of a dispute resolution process, lack of contact points and pathways for resolution. These rules prohibiting local presence requirements are likely to entrench these difficulties.

The difficulties of holding digital platform companies without a local presence is highlighted by the Fair Work Ombudsman dropping its legal action against food delivery company Foodora. Foodora Australia Pty Ltd exited Australia in 2018; administrators sold the company’s assets resulting in more than 1000 delivery workers only receiving 31% of entitlements owing to them. The Fair Work Ombudsman stated in June 2019 that it had discontinued its legal action against Foodora as it was unlikely the action would result in extra payments for workers or financial penalties against the company.

---

17 DFAT National Interest Analysis, Australia-Singapore Digital Economy Agreement, [16]
These rules mean that governments will not be able to access data for public policy reasons, such as monitoring labour practices. The International Labour Organisation’s Global Commission on the Future of Work report *Work for a brighter future* outlines a number of ways that technology can be used to improve work:

…the extraction of knowledge through the use of data mining can assist labour administrations to identify high-risk sectors and improve labour inspection systems; digital technologies such as apps and sensors can make it easier for companies and social partners to monitor working conditions and labour law compliance in supply chains; blockchain technology – which provides transparency and security through encrypted blocks and decentralised databases – could guarantee the payment of minimum wages and facilitate the portability of skills and social protection for migrant workers, or the payment of social security for those working on digital labour platforms.\(^{20}\)

Given the Australian Government’s move to regulate to stop modern slavery practices, including labour exploitation, in supply chains through the *Modern Slavery Act 2018*, the potential of technology to assist in conducting due diligence and protecting workers in supply chains is huge. But using technology to improve work in this way is only possible if governments retain the ability to regulate the cross-border flow of data, require corporations to have a local presence and store data locally.

**Recommendation 4:** The Committee should examine whether the DEA will constrain the ability of the Australian Government to access and utilise data to conduct due diligence in supply chains.

These rules could also impact on the ability of governments to enforce tax law. As James notes, ‘digitalisation has allowed corporations to more easily move labour, inputs, capital and data across borders, making them more able to expand their transfer pricing practices and locate operations in countries with the least regulatory oversight and lowest taxes, exacerbating tax avoidance and evasion and elicit financial flows.’\(^{21}\) By enabling the tax avoidance practices of corporations, these rules rob communities of the tax revenue needed to fund public services. The general exemption for tax measures in SAFTA has not been updated to reflect the complexities of digital trade and the challenges posed by digital technologies.

---


These rules not only exacerbate the problem of tax havens, but could also lead to the creation of data havens. As Jane Kelsey points out, big tech companies want ‘a guaranteed and unfettered right to collect data and store, transfer, process, use, sell and exploit it anywhere in the world...they want to transfer and store data in their place of choice. That is partly for efficiency, so they can process bulk data without having to duplicate facilities and personnel – but as importantly so they can choose destinations that have the most favourable laws.’ That means countries that do not regulate the internet and have weak consumer and privacy laws.

**Recommendation 5:** The Committee should examine the impact of digital trade rules on the ability of the Australian Government to enforce tax law and develop new taxation regulation.

**Source code**

The *DEA* prohibits governments from requiring the transfer of, or access to, software source code as a condition for the import, distribution, sale or use of software. The DFAT National Interest Analysis claims that exceptions contained in the *DEA* will cover existing and future measures on access to source code for the purposes of a specific examination, investigation or judicial proceeding (for example, for the purposes of an investigation by competition regulators into anti-competitive business practices) or for reasons of national security.

The *DEA* does not currently require the disclosure of algorithms, but does state that if the governments undertake in future agreements to prohibit the transfer of and access to algorithms, then the *DEA* will also extend the rule to the application of algorithms.

Workers require legal measures to govern data use and algorithmic accountability in the world of work to ensure transparency, data protection and the prevention of discrimination and undue interference. The work of digital platform workers in particular is dictated by complicated algorithms, and workers are not provided with any information about how the algorithm makes

---


23 *DEA*, Article 28.

24 DFAT National Interest Analysis, p. 5.

25 ‘An algorithm can be understood as a recipe that involves a series of sequential steps with options and decision points, whereas source code is the language and form by which these instructions are written by people and interpreted by computers.’ – ITUC and New Economics Foundation, ‘Free Trade Agreements, Digital Chapters and the Impact on Labour’, [https://www.ituc-csi.org/IMG/pdf/digital_chapters_and_the_impact_on_labour_en.pdf](https://www.ituc-csi.org/IMG/pdf/digital_chapters_and_the_impact_on_labour_en.pdf), p. 14.

26 *DEA*, Article 28.5
decisions. Digital platform food delivery riders surveyed by ACTU affiliate the Transport Workers’ Union (TWU) and Victorian Trades Hall Council report being penalised by the algorithm for taking time off, reducing their hours, or refusing jobs.\textsuperscript{27} They reported receiving fewer jobs as a result of being unavailable, and platforms deactivating their accounts as a result of not accepting jobs. Riders questioned the decisions behind how jobs are allocated, saying the companies’ decisions and their algorithm are not transparent.\textsuperscript{28} Similarly, the ‘deactivation’ – or dismissal - of workers from digital platforms is not transparent. There is an urgent need for the Australian Government to regulate digital platforms to ensure platforms respect certain minimum rights and protections, and that algorithms governing work are transparent and accountable.

Keeping source code and algorithms secret from government also means it would be almost impossible for a government regulator or trade union to expose bias or discrimination in source code. For example, an algorithm used in recruitment that perpetuates gender or racial biases (for example Amazon’s hiring tool that systematically discriminated against women applying for technical roles\textsuperscript{29}) or that profiles workers as union activists. Preventing governments from accessing source code and algorithms could also restrict governments from being able to check for company compliance with domestic regulations, for example checking car safety, or the ability to access source code in accounting software to check for tax compliance.

**Recommendation 6:** The Committee should oppose future restrictions on the regulation of algorithms.

**Recommendation 7:** The Committee should recommend an independent review of the DEA three years after implementation to evaluate the impact prohibitions on restrictions to cross-border data flows, local data storage and local presence, and limits to regulation of source code have on the public interest.


\textsuperscript{28} Ibid.

Personal information protection

These digital trade provisions have implications for the privacy of workers and the broader community. The DEA states that ‘each Party shall adopt or maintain a legal framework that provides for the protection of the personal information of persons who conduct or engage in electronic transactions’\(^{30}\), however there is no common mandatory standard of privacy protection. Each government is simply encouraged to ‘take into account the principles and guidelines of relevant international bodies’\(^{31}\) – meaning data will be subject to different protections in different jurisdictions.

The DFAT National Interest Assessment claims that exceptions in the DEA preserve Australia’s ability to regulate in the interest of privacy, and that commitments in the DEA will not affect Australia’s regulatory framework under the Privacy Act 1988. The Australian Competition and Consumer Commission (ACCC) Digital Platforms Inquiry report\(^ {32}\), released in 2019, made a number of recommendations for reform to bring Australia’s law in pace with the emerging digital economy, including strengthening Australia’s privacy laws. Once the DEA comes in to force it could limit the ability of the Australian Government to reform privacy laws.

The inability of governments to require data to be stored locally also has implications for workers’ privacy, as new technologies generate large amounts of data on workers.\(^ {33}\) New technology also brings with it increasing risk of worker surveillance. Many digital platform workers are subject to constant surveillance while working, and in 2015 it was reported that Uber had updated its privacy policy to allow the company to track the location of users even when they were not using the app or when their phones are turned off, and to pass data to third parties.\(^ {34}\) The trend of workplace surveillance has accelerated since the start of the COVID-19 pandemic and the rapid shift to ‘work from home’ arrangements for many workers. The ABC reported a 300% increase in sales of software that monitors employees working remotely in the first two months of the pandemic.\(^ {35}\)

---

\(^{30}\) DEA, Article 17.2

\(^{31}\) DEA, Article 17.2


\(^{33}\) International Labour Organisation’s Global Commission on the Future of Work report Work for a brighter future, p. 44.

\(^{34}\) New Uber Policy tracks users even when phone turned off, Geelong Advertiser, 30 June 2015

The gathering and analysis of data about workers through constant surveillance allows for the intensification of work through targets and the reduction of employees through automation of jobs and processes. As the ITUC report ‘Free Trade Agreements, Digital Chapters and the Impact on Labour’ notes, ‘The poster child for work intensification is Amazon, which through compulsive monitoring and stringent targets, ensures that all its workers’ activities are tracked, recorded, and assessed to ensure they meet exacting targets at all times.’

The International Labour Organisation’s Global Commission on the Future of Work report *Work for a brighter future* argues that ‘the exercise of algorithmic management, surveillance and control, through sensors, wearables and other forms of monitoring, needs to be regulated to protect the dignity of workers.’

There is the need to strengthen our privacy legislation in line with the development of the digital economy. Workers need to be informed and consulted regarding data collected on them, have access to their own data, and there needs to be regulation to place limits on the collection of data that might discriminate against workers or trade union activity, for instance the collection of data on union membership.

**Recommendation 8:** The Committee should examine whether the DEA would limit the ability of the Australian Government to strengthen privacy laws to keep pace with developments in the digital economy.

**Recommendation 9:** The Committee should examine the implications of the DEA on workers’ privacy.

---
